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Lecture Summary

9.1 Hypothesis Testing
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Recap

Testing Hypotheses
▶ Hypothesis Space: θ ∈ Ω0 vs θ ∈ Ω0.
▶ Data space: X ∈ S0 vs X ∈ S1.
▶ Statistic space: T /∈ R vs T ∈ R, R: rejection region.

Power function: P (T ∈ R | θ)
▶ Type I error: Falsely reject the null.
▶ Type II error: Falsely fail to reject the null.

For θ ∈ Ω0 : The power function is the probability of α Type I
error.
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Size/Level of a test
▶ H0 : µ = 4 vs H1 : µ ̸= 4.
▶ Reject the null if |x̄n − 4| > c.
▶ Power function:

P (T ∈ R) = P (x̄n > c+ µ0) + P (xn < −c+ µ0) =

= P

(
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√
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)
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For µ ∈ Ω0 :
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π(µ | δ) = π (µ0 | σ) = P

(
z >

c
√
n

σ

)
+ P

(
z <

−c

σ

√
n

)
=

= P
(
|z| > c

σ

√
n
)

▶ Large c → reject very few nulls → Many Type II errors
▶ Small c → reject many nulls → Many Type I errors
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Size/Level of a test

Size of a test
a(δ) = supθ∈Ω0

(θ | δ)

Level of a test
If supθ∈Ω0

(θ | δ) ≤ a0 then the test has a level of significance a0.

If the size of the test is at most α0, then δ is an α0-level test

Example
Find the size and level of a test for testing the mean of a normal
distribution with known variance
▶ H0 : µ = 4 vs H1 : µ ̸= 4.
▶ σ = 3, n = 26, c = 1

▶ σ = 3, n = 26, c = 3
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Another Example

▶ X1 . . . Xn ∼ Uniform [0, θ].
▶ H0 : θ ∈ [3, 4] vs H1 : θ < 3 or θ > 4.

▶ Statistic: max {X1 . . . Xn} : If max {X1 . . . Xn} < 2.9 or
y ⩾ 4 reject the null hypothesis

P (T ∈ R | θ) = P (y ≤ 2.9 | θ) + P (y ⩾ 2 | θ)

π(θ/δ) =


1, θ ∈ (0, 2.9]

(2.9/θ)n, θ ∈ (2.9, 4)

(2.9/θ)n + (4/θ)n, θ ∈ [4,∞)

Level of the test:

supθ∈Ω0π(θ|δ) = π(3) = (2.9/3)n
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Selecting a test

▶ If θ ∈ Ω0 : π(θ | δ) = probability of type I error.
▶ If θ ∈ Ω1 : 1− π(θ | δ) = probability of type II error.

Strategy for picking δ

Pick the most powerful test that has at most size α0.

Example
▶ H0 : µ = 4 vs H1 : µ ̸= 4.
▶ Reject the null if |x̄n − 4| > c.
▶ Find c if you want the most powerful test with level 0.05.

c = 1.96σ/
√
n.

▶ Equivalently |Z| = | x̄n−µ0

σ

√
n| > 1.96
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The p-value

▶ If |Z| = 1.97 you reject the null.
▶ If |Z| = 2.78, you reject the null.
▶ These two are not exactly the same.

p-value
The smallest significance level at which the null hypothesis would
be rejected is called the p− value.
▶ Alternatively, the p-value is the probability of seeing data

at least as unfavorable to H0 as ours, if the null hypothesis
is true.

▶ Strength of the Neyman-Pearson paradigm: You only need
to consider the distribution of the statistic under the null.
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Recap

▶ The power function gives us the probability of rejecting the
null hypothesis for every parameter value.

▶ The size of the test is the supremum of the power function
for the null values of the parameter.

▶ Strategy for selecting a test: Pick the most powerful test
that has the a size at most α0 (typically 0.05 or close).

▶ You can construct a test using the likelihood ratio.
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