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Lecture Summary

8.5 Confidence Intervals
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Exact Confidence Intervals

▶ A random interval (A,B) for which P (A ≤ θ ≤ B) = γ.
▶ Symmetric confidence intervals: Equal probability on both

sides: P (A ≤ θ) = P (θ ≤ B) = 1−γ
2

▶ One-sided confidence interval: All the extra probability is
on one side.

Confidence interval for µ, σ2 of a Normal distribution
We can compute confidence intervals based on the fact that

√
n(Xn − µ)/σ′ ∼ tn−1,

σ′ =
1

n− 1

n∑
i=1

(Xi −Xn)
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Example

Data on calorie content in 20 different beef hot dogs from
Consumer Reports (June 1986 issue):

186, 181, 176, 149, 184, 190, 158, 139, 175, 148,

152, 111, 141, 153, 190, 157, 131, 149, 135, 132

▶ Xn = 156.85,
∑N

i=1(Xi − X̄n)
2 = 9740.55

▶ Find a 90%-CI for µ.
▶ Find a lower 90%-CI for µ
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Confidence Intervals for Other Parameters

Pivotal
Let X = (X1, . . . , Xn) be a random sample from a distribution
that depends on a parameter (or vector of parameters) θ. Let
V (X, θ) be a random variable whose distribution is the same for
all θ. Then V is called a pivotal quantity (or simply a pivotal).
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Confidence Intervals from Pivotals

▶ Find a pivotal quantity V (X, θ).
▶ Find upper and lower confidence limits on the pivotal

quantity, that is, numbers c1 and c2 such that

Pr {c1 < V (X, θ) < c2} = γ

where γ is the desired confidence coefficient.
▶ Notice that this probability does NOT depend on the value

of the θ.
▶ Solve the inequalities: the confidence interval is

{θ ∈ Θ : c1 < V (X, θ) < c2}
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Pivotal Example

Variance of the normal distribution N(µ, σ2), both
unknown.
▶ Find a symmetric γ = (1− α) confidence interval for σ2.

▶ nσ̂2
0

c2
∼ χ2

n−1

▶ P
[
c1 ≤

nσ̂2
0

σ2 ≤ c2

]
= 1− α

▶ P
[
c1 ≤

nσ̂2
0

σ2 ≤ c2

]
= 1− α

▶ P
[

1
c1

≥ σ2

nσ̂2
0
≥ 1

c2

]
= 1− α

▶ P
[
nσ̂2

0
c2

≤ σ2 ≤ nσ̂2
0

c1

]
= 1− α
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Example
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Tables

Table of the χ2 Distribution If X has a χ2 distribution with m
degrees of freedom, this table gives the value of x such that
Pr(X ≤ x) = p, the p quantile of X.
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Example

Data on calorie content in 20 different beef hot dogs from
Consumer Reports (June 1986 issue):

186, 181, 176, 149, 184, 190, 158, 139, 175, 148,

152, 111, 141, 153, 190, 157, 131, 149, 135, 132

▶ Xn = 156.85,
∑N

i=1(Xi − X̄n)
2 = 9740.55

▶ Find a 90%-CI for µ.
▶ Find a lower 90%-CI for µ.
▶ Find a 90%-CI for σ2.
▶ If we know that σ2 = 484, find a 90%-CI for µ.
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Confidence Interval for known variance

▶ From the properties of the Normal distribution:
√
n(Xn − µ) ∼ N(0, σ2)

Xn − Φ−1
(1 + γ

2

) σ√
n
< µ < Xn +Φ−1

(1 + γ

2

) σ√
n
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Asymptotic Confidence Intervals

For µ of the normal distribution:
▶ If you know σ2, use the CLT.
▶ If you don’t know σ2, use the distribution of

√
n(X̄n−µ)/σ′

For σ2 of the normal distribution:
▶ Use the distribution of nσ̂2

0
σ2 .

What if you have samples from a different distribution (not
normally distributed)?
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Asymptotic Confidence Intervals

▶ By the Central Limit Theorem, as n → ∞,

√
n(Xn − µ)

d→ N
(
0, σ2

)

▶ If, additionally, σ̂2 p→ σ2.
▶ Then √

n(Xn − µ)

σ̂

d→ N (0, 1)

▶ So

Pµ,σ2

[
−Φ−1

(1 + γ

2

)
≤

√
n(Xn − µ)

σ̂
≤ Φ−1

(1 + γ

2

)]
→ γ

for µ, σ2 of any distribution.
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Confidence intervals for p in the Bernoulli distribution:

▶ Let p be the probability of success in a Bernoulli trial.
▶ Let X1, . . . , Xn be a random sample from the Bernoulli

distribution with parameter p.
▶ MLE estimator for p: p̂ = Xn

▶ Consistent estimator for V ar(X) = p(1− p): p̂(1− p̂).
▶ Then √

n(p̂− p)√
p̂(1− p̂)

d→ N (0, 1)
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Example

▶ In a random sample of 500 families in Heraklion, 340 of
them were found to have a Netflix subscription.

▶ Find a 95% confidence interval for the proportion of
families in Heraklion who have a Netflix subscription.

(
p̂− Φ−1

(1 + γ

2

)√p̂(1− p̂)

n
, p̂+Φ−1

(1 + γ

2

)√p̂(1− p̂)

n

)
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