
Point Estimates
and Sampling Variability



Parameter estimation
● We are often interested in population parameters.
● Since complete populations are difficult (or impossible) to collect 

data on, we use sample statistics as point estimates for the 
unknown population parameters of interest.

Suppose we randomly sample 1,000 adults from each state in the US. 
What is the best estimate for 𝜇?

Suppose we are interested in estimating the distribution of heights of 
adults in the US. Suppose we assume that adult height follows a 
Normal distribution with unknown mean 𝜇 and standard deviation 10𝑐𝑚



Maximum Likelihood estimation
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Likelihood for a single sample



Likelihood for multiple samples

For multiple samples 𝑥!, … , 𝑥*

𝑓 𝑥!, … , 𝑥* 𝜇, 𝜎" = 𝑓 𝑥! 𝜇, 𝜎" …𝑓 𝑥* 𝜇, 𝜎" =

=3
+,!

*

𝑓(𝑥+|𝜇, 𝜎")



Likelihood for multiple samples

For multiple samples 𝑥!, … , 𝑥*

𝑓 𝑥!, … , 𝑥* 𝜇, 𝜎" = 𝑓 𝑥! 𝜇, 𝜎" …𝑓 𝑥* 𝜇, 𝜎" =

=3
+,!

*

𝑓(𝑥+|𝜇, 𝜎") =3
+,!

*
1
2𝜋𝜎

e%
!
"
--%!&) "

!)

Find  𝜇̂ = 𝑎𝑟𝑔𝑚𝑎𝑥.𝑓(𝑥(, … , 𝑥/|𝜇), 



Steps to MLE

• Compute the likelihoοd 𝐿(𝑥; 𝜃)
• Usually, it is more convenient to work with 
𝐿𝐿(𝑥; 𝜃) = log 𝐿 𝑥; 𝜃

• The log is monotonic:
if 𝜃∗ = 𝑎𝑟𝑔𝑚𝑎𝑥1log 𝑓(𝜃), then 𝜃∗= 𝑎𝑟𝑔𝑚𝑎𝑥1𝑓(𝜃)

• Maximize 𝐿𝐿 𝑥; 𝜃 :
• Find 𝜃∗ for which 𝑑𝐿𝐿 𝑥; 𝜃 /𝑑𝜃 is zero, check that it 

is a maximum.
• If there is no closed form for 𝑑𝐿𝐿 𝑥; 𝜃 /𝑑𝜃, use 

numerical methods.



MLE for normal with known 𝝈𝟐



MLE for Uniform 

• Let 𝑋!, … , 𝑋" be i.i.d. Uniform [0, 𝜃], where 
𝜃 > 0. Find 𝜃̂

• Let 𝑋!, … , 𝑋" be i.i.d. Uniform [𝜃, 𝜃 + 1]. 
Find 𝜃̂



MLE for Uniform 

• Let 𝑋!, … , 𝑋" be i.i.d. Uniform [0, 𝜃], where 
𝜃 > 0. Find 𝜃̂

• Let 𝑋!, … , 𝑋" be i.i.d. Uniform [𝜃, 𝜃 + 1]. 
Find 𝜃̂

MLE estimator may not exist
MLE estimator may not be unique



Life rating in Greece. Greece has faced a severe economic crisis since 
the end of 2009. A Gallup poll surveyed 1,000 randomly sampled 
Greeks in 2011 and found that 25% of them said they would rate their 
lives poorly enough to be considered suffering.

Describe the parameter of interest. What is the value of the point 
estimate of this parameter?

Data: Would you rate your life poorly enough to be considered 
suffering?

MLE for Bernoulli

𝑿𝟏 𝑿𝟐 𝑿𝟑 … 𝑿𝟗𝟗𝟗 𝑿𝟏𝟎𝟎𝟎

Yes No No … No Yes



Point estimators are RVs

An estimator (MLE or otherwise) is an RV and 
a statistic (a function of the sample)

The estimator for the Bernoulli parameter is the 
sample mean  𝑋* =

∑- /-
*

Let’s talk about the distribution of this RV



Desired properties of estimators

• Unbiased: 𝐸 ?Θ = 𝜃
• Not always true for MLE estimator

• Consistent: Θ* → 𝜃
• True under mild conditions for MLE estimators

• Low Mean Squared Error
• 𝐸 "Θ − 𝜃 ) = Var "Θ + 𝐵𝑖𝑎𝑠 "Θ ) is low.



Let’s poll!

● We want to poll how many drinks University 
students drink every week.

● Go to 
https://polyhedron.math.uoc.gr/2223/moodle/
mod/data/view.php?id=428

● Fill in the number of drinks you drink per 
week.

https://polyhedron.math.uoc.gr/2223/moodle/mod/data/view.php?id=428

